
Artificial Intelligence

HOW STUDENTS  
CAN ADDRESS THE 
LIMITATIONS OF AI

Bias
The data informing AI tools may contain biased or 

outputs. To reduce this risk:

•

•
• Strategies to minimize bias and discrimination are part of

• Review AI outputs carefully for biased or discriminatory

demographic or reinforces assumptions and stereotypes.

Hallucinations
AI tools can sometimes generate incorrect, misleading, or
entirely fabricated information. To ensure accuracy:

•

•

when using AI in research or content creation.

• Using AI responsibly means treating it as a starting point, not

rely on them.

Writing
AI-generated writing often lacks the depth and coherence
needed for academic work. It’s important to develop 
strong foundational writing skills.

•
helps you learn diverse writing styles, argument structures, and
language use.

• Use AI for brainstorming or generating initial prompts, but

be allowed.

•

your content, and only when permitted by your instructor.

Originality
AI-generated content is based on pre-existing human 
material, so its outputs lack true originality and 
innovation. To maintain academic integrity and creativity:

• Use AI tools as a starting point for brainstorming, but ensure

ideas.

•
creativity, analysis, and judgment to the more meaningful and

•

analysis and creativity.

Critical Application
Over-reliance on AI can reduce your ability to fully 
understand and apply course material on your own. In the 
long term, this may weaken essential skills. To avoid this:

• Use AI tools as a supplement to your learning, but ensure you

• Stay actively engaged in class discussions and activities to

learning.

•

growth.
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